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Abstract Much recent evidence suggests some dramatic differences in the way people learn perceptual categories, depending on exactly how the categories were constructed. Four different kinds of category-learning tasks are currently popular—rule-based tasks, information-integration tasks, prototype distortion tasks, and the weather prediction task. The cognitive, neuropsychological, and neuroimaging results obtained using these four tasks are qualitatively different. Success in rule-based (explicit reasoning) tasks depends on frontal-striatal circuits and requires working memory and executive attention. Success in information-integration tasks requires a form of procedural learning and is sensitive to the nature and timing of feedback. Prototype distortion tasks induce perceptual (visual cortical) learning. A variety of different strategies can lead to success in the weather prediction task. Collectively, results from these four tasks provide strong evidence that human category learning is mediated by multiple, qualitatively distinct systems.
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INTRODUCTION

Is the plant edible or poisonous? Is the person friend or foe? Was the sound made by a predator or by the wind? All organisms assign objects and events in the environment to separate classes or categories. This allows them to respond differently, for example, to nutrients and poisons, and to predators and prey. Any species lacking this ability would quickly become extinct.

Given the important role that categorization plays in our day-to-day lives, it is not surprising that there is a huge and old literature on the perceptual, cognitive, and neurobiological processes that mediate this vital skill. This article surveys that literature, with an emphasis on discoveries and developments during the past 10 years. The past decade has seen exciting and profound changes in categorization research. Two important new themes have fundamentally changed the field. First, there has been huge attention, both theoretical and empirical, devoted to the question of whether human category learning is mediated by a single system, or by multiple, qualitatively distinct learning systems. Second, the categorization field has whole-heartedly embraced the cognitive neuroscience revolution. Not only has the past 10 years seen a massive increase in neuropsychological and neuroimaging research on category learning, but this new knowledge also has permeated into, and significantly sharpened, the core theories in the field. These twin themes—multiple systems and cognitive neuroscience—organize and motivate much of the present review.

The categorization literature is enormous, and no single article could survey it all. Thus, we focus on a restricted subset of the entire literature. In particular, this article focuses on how humans learn perceptual categories. By restricting ourselves in this way, we must necessarily ignore a number of large and interesting subliteratures. First, we do not discuss category learning in nonhuman animals (Smith et al. 2004). The animal literature is especially relevant to understanding the neural basis of human category learning. Unfortunately, however, this literature is fractionated, largely because, within the behavioral neuroscience literature at least, relatively few papers address animal categorization per se. Rather, the relevant results come from a wide variety of tasks and phenomena (e.g., discrimination learning, memory systems, long-term potentiation). For this reason, perhaps, we know of no
recent comprehensive review (although, for reviews of the behavioral literature, see Vauclair 2002 or the 2002 special issue of the Journal of the Experimental Analysis of Behavior).

Second, our focus on learning prevents us from considering the categorization behavior of highly experienced experts. This distinction is important because there is good evidence that the neural mechanisms and pathways that mediate the learning of new categories are different from the neural structures that mediate the representation of highly learned categories. For example, many neuropsychological groups that are impaired in category learning (e.g., frontal patients and Parkinson’s disease patients) do not lose old, familiar categories (e.g., fruits and tools). Similarly, there is no evidence that people who lose a familiar category (i.e., who develop a category-specific agnosia) develop any general category-learning deficits. Readers interested in the representation of highly learned categories are referred to any of several excellent reviews of the category representation literature (e.g., Cree & McRae 2003, Humphreys & Forde 2001, Joseph 2001).

Third, we discuss how people learn new categories, but not how they use this new information in other cognitive tasks. For example, people use categorical information to make inferences about unobserved features of a stimulus, to facilitate decision making, and to problem solve (e.g., Lewandowsky et al. 2002, Markman & Ross 2003).

Finally, our focus is on perceptual categories rather than concepts. By “perceptual category,” we mean a collection of similar objects belonging to the same group. Although the term “concept” often is used interchangeably with category, we refer to a concept as a group of related ideas. For example, the set of all X rays displaying a tumor forms a perceptual category, whereas the many varieties of religious experience form a concept. Although many of the results reviewed below are relevant to understanding both perceptual categorization and concept formation, the representation of categories and concepts is likely different, and a review of both literatures is beyond the scope of this article. Readers interested in concepts are referred to any of several excellent recent reviews (e.g., Barsalou 2003, Murphy 2002).

If the goal is to study category learning rather than category representation, then it is necessary to present subjects with unfamiliar categories and observe their behavior during the period when their ability to assign stimuli to these categories rises from chance to some stable level. In experiments with adults, the prevailing method of ensuring unfamiliarity is for the experimenter to create new, arbitrary categories of objects (so-called “artificial categories”). In the past, little attention was paid to the manner in which these arbitrary categories were created. However, much recent evidence suggests some dramatic differences in the way people learn such categories, depending on exactly how the categories are constructed. In fact, these differences are so profound that we take the unusual step of organizing all the research that we review by the type of task that was used. Toward this end, we focus on four different kinds of category learning tasks—rule-based tasks, information-integration tasks, prototype distortion tasks, and the so-called weather...
prediction task. The next section briefly reviews some important early category-learning theories. The third section describes the four basic tasks, and then sections four through eight review results from each of these tasks. Finally, we close with some general conclusions.

EARLY CATEGORY-LEARNING THEORIES

Many theories of human category learning have been proposed. The early theories virtually all assumed that humans have a single category-learning system that they use to learn all types of categories (for an exception, see Brooks 1978). A few of these theories are still important in the sense that they continue to motivate significant amounts of new research. This section briefly introduces the most important of these theories. Other sources should be consulted for a more complete discussion, and for a more thorough review of category-learning theories (e.g., Ashby & Maddox 1998, Estes 1994, Smith & Medin 1981).

Prototype theory assumes that category learning is equivalent to learning the category prototype. When an unfamiliar stimulus is then encountered, it is assigned to the category with the most similar prototype (Homa et al. 1981; Posner & Keele 1968, 1970; Reed 1972; Rosch 1973, 1975; Smith & Minda 1998).

Exemplar theory assumes that category learning is a process of learning about the exemplars that belong to the category. When an unfamiliar stimulus is encountered, its similarity is computed to the memory representation of every previously seen exemplar from each potentially relevant category. The stimulus is then assigned to the category for which the sum of these similarities is greatest (Brooks 1978; Estes 1986, 1994; Hintzman 1986; Lamberts 2000; Medin & Schaffer 1978; Nosofsky 1986).

Decision bound theory assumes subjects partition the stimulus space into response regions. When presented with an unfamiliar stimulus, the subject determines which region the percept is in, and then emits the associated response. The partition between regions associated with competing responses is called the decision bound. Category learning is the process of either learning the decision bound or else of learning the regions associated with each response (Ashby & Gott 1988, Ashby & Townsend 1986, Maddox & Ashby 1993).

CATEGORY-LEARNING TASKS

As mentioned above, this article focuses on four different kinds of category learning tasks. Rule-based tasks are those in which the categories can be learned via some explicit reasoning process. Frequently, the rule that maximizes accuracy (i.e., the optimal strategy) is easy to describe verbally (Ashby et al. 1998). In the most common applications, only one stimulus dimension is relevant, and the subject’s task is to discover this relevant dimension and then to map the different
dimensional values to the relevant categories. However, there is no requirement that the rule that maximizes accuracy (i.e., the optimal rule) in rule-based tasks is one-dimensional. For example, a conjunction rule (e.g., respond A if the stimulus is small on dimension x and small on dimension y) is a rule-based task because it is easy to describe verbally.

Information-integration category learning tasks are those in which accuracy is maximized only if information from two or more stimulus components (or dimensions) is integrated at some predecisional stage (Ashby & Gott 1988). Perceptual integration could take many forms—from computing a weighted linear combination of the dimensional values to treating the stimulus as a gestalt. In many cases, the optimal strategy in information-integration tasks is difficult or impossible to describe verbally (Ashby et al. 1998). Real-world examples of information-integration tasks are common. For example, deciding whether an X ray shows a tumor requires years of training, and expert radiologists are only partially successful at describing their categorization strategies.

Examples of rule-based and information-integration categories that might be used in experimental research are shown in Figure 1. In both cases, the two contrasting categories are composed of circular sine-wave gratings (i.e., disks in which luminance varies sinusoidally). Examples are shown in Figure 1a. The disks are all of equal diameter, but they differ in spatial frequency (i.e., the frequency of the sine wave) and (sine-wave) orientation. Each symbol in Figures 1b and 1c denotes the spatial frequency and orientation of a sine-wave grating. Category A exemplars are denoted by pluses and category B exemplars are denoted by circles. In each condition, there are two distinct categories that do not overlap, so perfect accuracy is possible. Also shown in Figures 1b and 1c are the decision bounds that maximize categorization accuracy. In the rule-based task (Figure 1b), the optimal bound, denoted by the vertical line in Figure 1b, requires observers to attend to spatial frequency and ignore orientation. This bound has a simple verbal description: “Respond A if the bars are thick and B if they are thin.” In the information-integration task (Figure 1c), which was generated by rotating the rule-based categories by 45°, equal attention must be allocated to both stimulus dimensions. In this task, there is no simple verbal description of the optimal decision bound.

Note that we use the word “rule” more narrowly than is common in the psychological literature, where it is often used to refer to any strategy from an explicit reasoning process to any algorithm that can be expressed formally. In particular, we define “rule-based strategy” narrowly to refer specifically to an explicit reasoning process. Note that according to this criterion, there is no limit on the complexity of the optimal rule in rule-based tasks. However, as the complexity of the optimal rule increases, its salience decreases and it becomes less likely that observers will learn the associated categories through an explicit reasoning process. Thus, the boundary is fuzzy between rule-based and information-integration tasks. Tasks in which the optimal rule is one-dimensional are unambiguously rule-based (at least with separable stimulus dimensions), and tasks in which the optimal rule is
significantly more complex than a conjunction rule almost never are rule-based. In between, the classification is not so clear-cut.

It is also important to emphasize that the terms “rule-based” and “information-integration” make no assumptions about how people learn these different category structures in any particular application. For example, there is evidence that pigeons can learn both types of category structures (Herbranson et al. 1999), but no one would claim that they learn rule-based categories via an explicit reasoning process. The question of how people learn rule-based and information-integration categories is strictly empirical. As such, this particular classification of categorization tasks is useful only because there are many interesting empirical dissociations between the two tasks (e.g., Ashby et al. 1999, 2002, 2003; Ashby & Waldron 1999; Maddox et al. 2003).

Prototype distortion tasks are a third type of category-learning task in which each category is created by first constructing a category prototype (Posner & Keele 1968, 1970). The other exemplars of the category are then created by randomly distorting the prototype. In the most popular prototype distortion task, each stimulus is a random pattern of (often nine) dots. One pattern is selected as the category prototype and then the other category exemplars are created by randomly perturbing the location of each dot in the prototype. Examples are shown in Figure 2.

The final category-learning task we consider is the so-called weather prediction task. Stimuli in this task are tarot cards; each displays a unique geometric pattern. The subject’s task is to decide if the particular constellation of cards that is shown signals “rain” or “sun.” The actual outcome is determined by a probabilistic rule based on the individual cards.

![Figure 2](image_url) Stimuli that might be used in a prototype distortion category-learning task.
RULE-BASED TASKS

Introduction

As mentioned above, rule-based tasks are those in which it is easy for subjects to describe the optimal strategy verbally. In general, several conditions must be met before a verbal description is possible. First, a semantic label must correspond to each of the stimulus properties that are relevant to the decision. In the Figure 1b rule-based task, the critical stimulus feature has the semantic label “width.” Second, the subject must be able to attend selectively to each relevant stimulus property. For example, it is possible to verbalize a rule such as “Respond A if the saturation of the color patch is high, respond B if saturation is low.” Even so, people are not good at attending selectively to saturation and ignoring irrelevant variations in hue and brightness, so it is unlikely that people would spontaneously experiment with such rules. In the selective attention literature, a stimulus feature that can be attended to selectively is said to be separable from the other stimulus features, whereas features for which it is difficult or impossible to attend selectively are said to be integral. A large and old literature is devoted to this topic (Ashby & Maddox 1994, Ashby & Townsend 1986, Garner 1974, Lockhead 1966, Shepard 1964).

The third critical property necessary for easy verbalization is that the rule for combining information from the relevant stimulus features is itself verbalizable. In general, this requires that separate decisions are first made about the level of each feature, and then these separate decisions are combined using logical operations, such as “and” and “or.” Perhaps the most obvious example is a conjunction rule of the sort: “Respond A if the bars are wide and the orientation is steep; otherwise respond B.” Note that to apply this rule the subject must first decide if the bars are narrow or wide and if the orientation is shallow or steep. Next, the outcomes of these two decisions are combined using the word “and.” Thus, information from the various relevant stimulus dimensions is combined after decisions are first made about each dimension. This is in contrast to information-integration tasks in which the raw perceptual information from the relevant stimulus dimensions is combined before any decisions are made.

Other rule-based strategies that require combining decisions from separate dimensions include disjunctive and exclusive-or rules. There is no doubt that healthy adults can learn these rules without much difficulty, at least if they are given regular feedback about their response accuracy (e.g., Salatas & Bourne 1974). However, it is also quite clear that such combination rules are much less salient than simple one-dimensional rules, in the sense that people rarely experiment with such rules unless compelled to do so by the feedback they receive (Alfonso-Reese 1996, Ashby et al. 1998).

Virtually all category-learning tasks used in neuropsychological assessment are rule-based, including the widely known Wisconsin Card Sorting Test (WCST; Heaton 1981). Stimuli in the WCST are cards containing geometric patterns that vary in color, shape, and symbol number, and in all cases, the correct categorization
rule is one-dimensional (and easy to describe verbally). Perseverative errors on the WCST are a classic symptom of frontal dysfunction (e.g., Kimberg et al. 1997).

Neuropsychological Patient Data

Although categorization has been studied in many different neuropsychological groups, the most extensive data come primarily from studies with three different groups: (a) patients with frontal lobe lesions, (b) patients suffering from a disease of the basal ganglia, typically either Parkinson’s or Huntington’s disease, and (c) patients with amnesia. Within this latter group, the most theoretically interesting are those whose amnesia was caused by damage to the medial temporal lobes. In almost all cases, however, studies with amnesiacs include a wide variety of patients, typically including some with Korsakoff’s syndrome and some with medial temporal lobe amnesia.

One characteristic feature of the neuropsychological literature on category learning is its inconsistency. For each major patient group, some studies report deficits and some do not. However, as we will see, when the existing studies are partitioned according to the type of task that was used, the discrepancies largely disappear.

As mentioned above, perseverative responding on the WCST is among the most classic of all signs of frontal damage. Not surprisingly then, many studies have shown that frontal patients are impaired at rule-based category learning (see, e.g., Kimberg et al. 1997, Robinson et al. 1980). Another group with well-known deficits in rule-based category learning is Parkinson’s disease patients (e.g., Ashby et al. 2003, Brown & Marsden 1988, Cools et al. 1984, Downes et al. 1989). Although later in the disease Parkinson’s patients have frontal damage (primarily the result of cell death in the ventral tegmental area), the disease mainly targets the basal ganglia. The region most affected appears to be the head of the caudate nucleus (van Domburg & ten Donkelaar 1991), which is reciprocally connected to the prefrontal cortex. Thus, the rule-based category-learning deficits of frontal and Parkinson’s disease patients are consistent with the hypothesis that rule-based category learning is mediated, in part, by frontal-striatal circuits (Ashby et al. 1998).

In contrast to frontal and basal ganglia disease patients, several studies have reported that amnesiacs with medial temporal lobe damage are normal in rule-based category learning (Janowsky et al. 1989, Leng & Parkin 1988). An obvious possibility is that many rule-based tasks are simple enough (e.g., the WCST) that working memory is sufficient for subjects to keep track of which alternative rules they have tested and rejected. If so, then a natural prediction is that medial temporal lobe amnesiacs should be impaired in complex rule-based tasks (e.g., when the optimal rule is disjunctive).

Neuroimaging Data

A number of neuroimaging studies have used the WCST or a rule-based task similar to the WCST. All of these have reported task-related activation in prefrontal cortex,
most have reported activation in the head of the caudate nucleus, and at least one has reported task-related activation in the anterior cingulate (Konishi et al. 1999, Lombardi et al. 1999, Rao et al. 1997, Rogers et al. 2000, Volz et al. 1997). Converging evidence for the hypothesis that these are important structures in rule-based category learning comes from several sources. First are the many studies that have implicated these structures as key components of executive attention (Posner & Petersen 1990) and working memory (Goldman-Rakic 1987, 1995), both of which are likely to be critically important to the explicit processes of rule formation and testing that are assumed to mediate rule-based category learning. Second, a recent neuroimaging study identified the (dorsal) anterior cingulate as the site of hypothesis generation in a rule-based category-learning task (Elliott et al. 1999). Third, lesion studies in rats implicate the dorsal caudate nucleus in rule switching (Winocur & Eskes 1998). Fourth, of course, are the neuropsychological data reviewed above, which show that patient groups with damage to any of these structures are impaired in rule-based tasks.

Theories of Rule-Based Category Learning

Theories of rule-based category learning can be classified according to whether they assume that learning in rule-based tasks is not fundamentally different from other category-learning tasks, or whether they assume that rule-based learning is special. Most of the attempts to account for the results of rule-based category learning with a single system model have been by exemplar theorists. According to exemplar theory, rule-based tasks, in general, are no different from any other type of category-learning task. However, one-dimensional rules, like the one depicted in Figure 1b, are unique in that they encourage selective attention to a single dimension, which in turn dramatically affects the stimulus-exemplar similarity computations (Kruschke 1992, Nosofsky 1991, Nosofsky et al. 1989). In particular, increasing attention to a dimension will serve to increase the perceived differences on that dimension. As a result, the perceived separation between the Figure 1b rule-based categories will tend to be greater than the perceived separation between the Figure 1c information-integration categories. It is in this way that exemplar theory is able to account for the difficulty differences between the two tasks.

The earliest theory that applies directly to rule-based tasks is the so-called classical theory of categorization (e.g., Bruner et al. 1956, Smith & Medin 1981), which assumes that every category is represented by a set of necessary and sufficient features. When a stimulus is presented for categorization, the subject is assumed to retrieve the feature list of the relevant categories and then test whether the stimulus features match one of these feature lists. This theory accounts for performance in many rule-based tasks. For example, category A in Figure 1b is defined by the necessary and sufficient feature “thick bars.” Similarly, the conjunction rule: “Respond A if the bars are thick and the orientation is shallow” is equivalent to the necessary and sufficient features “thick bars and shallow orientation.” On the
other hand, in some rule-based tasks the optimal rule cannot be expressed as a set of necessary and sufficient conditions. For example, given appropriate feedback, subjects can learn disjunctive-or rules such as: “Respond A if the bars are thick and the orientation is shallow or if the bars are thin and the orientation is steep” (Salatas & Bourne 1974). Thus, it was recognized long ago that the classical theory is incomplete, even for the restricted set of rule-based tasks (e.g., Ashby & Maddox 1998, Smith & Medin 1981).

As originally proposed, classical theory was meant to apply to all categorization tasks. There have been several attempts to modernize the theory. Each of these attempts, however, has assumed that rule-based category learning is only one of several category-learning systems that humans have available (Ashby et al. 1998, Brooks 1978, Erickson & Kruschke 1998, Nosofsky et al. 1994b). The rule-based components of these various models are similar. The model that perhaps is best developed, and the only one with a neuropsychological basis, was proposed by Ashby et al. (1998) as part of the COVIS (COmpetition between Verbal and Implicit Systems) model of category learning (which also includes a procedural learning component).

The COVIS explicit system assumes that rule-based category learning is mediated primarily by an explicit, hypothesis-testing system that depends heavily on working memory and executive attention. The idea is that candidate rules are stored in working memory during the time they are being tested. COVIS assumes that subjects will continue to use the active rule until feedback or other evidence disconfirms its validity. At this point, a new rule must be instantiated. COVIS assumes that activating a new rule requires two separate processes. First, a new candidate rule must be identified or selected, and second, attention must be switched from the old rule to the new rule. The probability that any given rule will be instantiated is determined by its reinforcement history (which determines its overall salience), the tendency of the subject to select novel hypotheses (which is assumed to depend on cortical dopamine levels; Ashby et al. 1999), and the tendency of the subject to perseverate (which is assumed to depend on basal ganglia dopamine levels). Ashby and his colleagues proposed, and presented evidence in support of the hypothesis, that the selection operation is mediated cortically, by the anterior cingulate and possibly also by the prefrontal cortex, and that switching is mediated by the head of the caudate nucleus. A review of this evidence is beyond the scope of this article (see Ashby et al. 1998, 1999).

INFORMATION-INTEGRATION TASKS

As mentioned above, information-integration category-learning tasks are defined as those in which accuracy is maximized only if information from two or more stimulus components (or dimensions) is integrated at some predecisional stage. Typically, the optimal rule is difficult or impossible to describe verbally (Ashby et al. 1998).
Category-Learning Limits in Information-Integration Tasks

An important theoretical and practical question is whether there are limits on the complexity of information-integration category structures that can be learned. One of the first research efforts to address this question focused on comparing learning in linearly and nonlinearly separable categories. A pair of categories is linearly separable if optimal performance can be achieved by making category decisions based on the magnitude of a linear combination of dimensional values (or equivalently, if a linear decision bound is optimal). Categories are nonlinearly separable if optimal performance depends on a nonlinear combination of dimensional values (i.e., if the optimal bound is nonlinear). Prototype theory predicts that nonlinearly separable category structures should be impossible to learn, at least if each category contains only a single prototype (Ashby & Gott 1988), whereas exemplar models predict no consistent advantage for linearly or nonlinearly separable categories. Medin & Schwanenflugel (1981) compared linearly and nonlinearly separable category learning using a small number of stimuli constructed from binary-valued dimensions and found no advantage for linearly separable structures. Ashby and colleagues (Ashby & Gott 1988; Ashby & Maddox 1990, 1992) compared linearly and nonlinearly separable category learning using a large number of stimuli constructed from continuous-valued dimensions. They found a consistent advantage for linearly separable categories, with nonlinearly separable category learning often requiring numerous experimental sessions. Despite their greater difficulty, however, the fact that people can learn nonlinearly separable categories effectively falsifies the standard prototype-theory account of information-integration category learning. Even so, there is evidence that early in learning people may abstract prototypes in some information-integration tasks (Minda & Smith 2001; Smith & Minda 1998, 2002).

McKinley & Nosofsky (1995) examined category learning when the categories were composed of a large number of unique exemplars sampled from mixtures of bivariate normal distributions. Although some subjects were able to learn the categories fairly well, a large number failed to learn even after seeing nearly 4000 exemplars over a full week of training. These data present a challenge to exemplar theory because after such extensive training, exemplar theory predicts nearly optimal performance, no matter what the category structures (Ashby & Alfonso-Reese 1995). In a related study, Ashby et al. (2001) compared two-category learning where the optimal decision bound was quadratic, with four-category learning where the optimal bound separating each pair of categories was quadratic. As in previous studies (e.g., Ashby & Maddox 1992), learning was good in the two-category case, and the best fitting model assumed subjects used quadratic bounds. In the four-category case, however, learning was worse, and the best fitting model assumed subjects used suboptimal linear bounds to separate each pair of categories. Taken together, these two data sets suggest that there is an upper bound on the complexity of information-integration category structures that can be learned (in a reasonable amount of time) and that this upper bound is greater than a single quadratic curve but less than a set of such curves.
Neuropsychological Patient Data

Over the past several years, a number of studies of information-integration category learning have been conducted in brain-damaged populations. The focus has been on patients with medial temporal lobe amnesia or striatal damage (e.g., patients with Parkinson’s disease or Huntington’s disease). Filoteo et al. (2001b) tested the ability of amnesiacs to learn a highly nonlinear information-integration rule when the categories were normally distributed and a large number of unique stimuli were sampled from each category. Over the full 600 trials of the experiment, the performance of amnesiacs and controls was equivalent. One patient and one control returned for a second session on the following day. During the first block of trials on the second day, the amnesiac and control again showed equivalent performance, and in fact, performance during the first block of the second session was slightly better than during the final block of trials from the first session. Some researchers have argued that amnesiacs learn categorization rules using working or short-term memory processes (Nosofsky & Zaki 1998, Palmeri & Flanery 1999). The day 2 results of Filoteo et al. (2001b) argue against this possibility. Instead, these findings indicate that the categorization rule was retained over the one-day delay period and argue strongly against the hypothesis that working memory or explicit declarative memory mediates information-integration category learning.

Filoteo et al. (2001a) and Maddox & Filoteo (2001) tested the ability of Huntington’s disease and Parkinson’s disease patients to learn the same category structures used by Filoteo et al. (2001b). Over the full 600 trials of the experiment, both patient groups showed a consistent performance decrement, suggesting an involvement of the striatum in nonlinear information-integration category learning. On the other hand, Ashby et al. (2003) found that Parkinson’s disease patients learned as well as an age-matched control group in an information-integration task with linearly separable categories. More recently, Filoteo et al. (2004) compared the ability of Parkinson’s disease patients to learn a linear and a nonlinear information-integration rule. The linear results replicated the Ashby et al. (2003) results—that is, the Parkinson’s disease patients were not impaired in learning linearly separable categories. On the other hand, the same patients were impaired in the nonlinear condition, but only later in training. Thus, these studies suggest that Parkinson’s disease subjects are impaired in information-integration tasks, but only if the category structures are complex (as, e.g., when the categories are nonlinearly separable).

Neuroimaging Data

To date, only one neuroimaging study of information-integration category learning has been conducted (although see the section on the weather prediction task). Seger & Cincotta (2002) reported significant striatal and lateral occipital activation by a group of subjects who had already had extensive training in the task.
Theories of Information-Integration Category Learning

There are a number of successful theories of information-integration category learning. These can be classified into two types: parametric and nonparametric (see Ashby & Alfonso-Reese 1995 for a detailed discussion). Parametric classifiers assume either that the categories have a specific type of structure (e.g., normal distributions) or that the categorization boundary has a specific functional form (e.g., linear). Nonparametric classifiers make no assumptions about category structure or categorization boundaries.

Simple prototype models (Reed 1972, Smith & Medin 1981) are parametric because they assume a linear decision bound (Ashby & Gott 1988). For this reason, as mentioned above, they can be rejected as a general theory of information-integration category learning because humans can learn nonlinear decision bounds (see, e.g., Ashby & Maddox 1992, Medin & Schwanenflugel 1981).

Exemplar models are nonparametric because they assume that every exemplar presented is stored in memory along with the appropriate category label. Because all category information is retained (although perhaps in a degraded form), exemplar models predict that, under very general conditions, subjects should eventually respond almost optimally, no matter how complex the categories (Ashby & Alfonso-Reese 1995). For this reason, despite the enormous success of this class of models, the failure of subjects to respond optimally in complex information-integration tasks (e.g., Ashby et al. 2001, McKinley & Nosofsky 1995) suggests that exemplar models may be too powerful. In addition, the only current neurobiological hypotheses about the exemplar-memory process attach a critical role to the hippocampus (Pickering 1997). As such, the finding that medial temporal lobe amnesiacs are relatively normal at information-integration category learning is problematic for the hypothesis that exemplar theory is adequate as a general theory of categorization in information-integration tasks.

Decision bound models can be parametric or nonparametric depending on whether they assume subjects learn decision bounds (parametric) or assign responses to regions (nonparametric). In this latter case, the bound is simply the partition between regions associated with contrasting responses.

Ashby & Waldron (1999) conducted a critical test of whether category learning in information-integration tasks is parametric or nonparametric. Previous research (reviewed above) showed that people can learn either linear or nonlinear (e.g., quadratic) information-integration decision bounds. If humans are parametric classifiers, then some categorical information must signal whether they should use a linear bound or a nonlinear bound. Ashby & Waldron (1999) constructed categories in which all statistical information that could be readily estimated (e.g., means, variances, and covariances) signaled that a parametric classifier should use a linear decision bound, but for which the optimal bound was quadratic. In a second condition, the statistical information signaled that a nonlinear bound should be used, but the optimal bound was linear. All known parametric classifiers predict that subjects will use a decision bound of the wrong type in these two conditions.
Yet, the data of every subject (who did not use a rule-based strategy) were best fit by a bound of the optimal type. These results provide strong evidence against all known parametric classifiers, including prototype models, and decision bound models that assume people learn decision bounds. At the same time, the Ashby & Waldron (1999) results support nonparametric classifiers, such as exemplar models and decision bound models that assume people learn to assign responses to regions of perceptual space.

As a model of the latter type, Ashby & Waldron (1999) proposed a nonparametric decision bound model called the striatal pattern classifier. Other nonparametric decision-bound-type models include Anderson’s (1991) rational model, and Love et al.’s (2004) SUSTAIN (Supervised and Unsupervised Stratified Adaptive Incremental Network) model. Each of these models can be loosely described as multiple prototype (or cluster) models because perceptually similar category exemplars tend to be grouped or clustered together. For the most part, all three models can account for the observed complexity limits on the learning of information-integration category structures, but the rational and SUSTAIN models make no attempt to account for the neuropsychological and neuroimaging data, and neither proposes a neurobiological account of information-integration category learning.

The striatal pattern classifier, on the other hand, offers a computational model of the procedural-learning-based system proposed in COVIS, and it proposes a neurobiological interpretation. In brief, the model assumes that information-integration category learning is mediated primarily within the tail of the caudate nucleus (for visual stimuli). Two key neurophysiological features make this system a good candidate for information-integration category learning. First, all of visual cortex (except area V1) projects directly to the tail of the caudate, and these projections are characterized by massive convergence (i.e., of approximately 10,000 to 1; Wilson 1995). This convergence causes the decision space represented in the caudate nucleus to have much lower resolution than the perceptual space represented in visual cortex, and is assumed to account for the complexity limits on information-integration category learning reviewed above. Second, the tail of the caudate receives dopaminergic input from the substantia nigra that is widely thought to serve as a reward-mediated feedback signal (e.g., Schultz 1992, Wickens 1993). The idea is that an unexpected reward causes dopamine to be released from the substantia nigra into the tail of the caudate, and that the presence of this dopamine strengthens recently active synapses. The next section reviews a number of empirical results that are thought to be directly attributable to unique features of this feedback system.

The striatal pattern classifier is consistent with much of the neuropsychological and neuroimaging data reviewed above. For example, the model predicts that amnesiacs should show normal information-integration category learning, whereas patients with striatal damage (Parkinson’s and Huntington’s patients) should be impaired. In addition, the model predicts that there should be striatal activation during information-integration category learning. In addition, although speculative at this point, it seems reasonable to suppose that the learning of complex nonlinear
information-integration category structures requires a higher resolution in the tail-of-the-caudate decision space than the learning of simpler linear information-integration category structures. Because the tail of the caudate is dysfunctional in Parkinson’s disease, the model makes the natural prediction that Parkinson’s disease patients should be especially impaired in nonlinear information-integration category learning. Each of these predictions was supported by the data reviewed above.

DISSOCIATIONS BETWEEN RULE-BASED AND INFORMATION-INTEGRATION CATEGORY LEARNING

In a seminal study, Shepard et al. (1961; Shepard & Chang 1963) examined category learning in six tasks constructed from different stimulus-category assignments of the same 8 three-dimensional binary-valued stimuli (for replications and extensions, see Nosofsky et al. 1994a, Nosofsky & Palmeri 1996, Smith et al. 2004). These included rule-based, information-integration, and unstructured (memorization) tasks. Results showed that the one-dimensional task was easiest to learn and the unstructured, memorization task was the most difficult, with the other tasks (including the information-integration task) of intermediate difficulty. One weakness of this study is that the structural properties of the categories, such as within-category coherence and between-category discriminability, were not controlled. More recently, a number of studies have compared rule-based and information-integration category learning in a variety of settings where these and other structural properties are controlled. Collectively, these data offer a serious challenge to single-system models.

Many of the studies in question were motivated by the COVIS model of category learning (Ashby et al. 1998). As outlined earlier, COVIS assumes that learning in rule-based tasks is dominated by an explicit, hypothesis-testing system that uses working memory and executive attention and is mediated primarily by the anterior cingulate, the prefrontal cortex, and the head of the caudate nucleus. In contrast, learning in information-integration tasks is assumed to be dominated by an implicit procedural-learning-based system, which is mediated largely within the tail of the caudate nucleus (Ashby et al. 1998, Ashby & Ell 2001, Willingham 1998).

A series of studies attempted to dissociate the processes involved in rule-based and structurally equivalent information-integration category learning by introducing simple experimental manipulations that are predicted by COVIS to affect processing in the procedural-learning system but not the hypothesis-testing system, or vice versa. These tests focused on predictions that the two putative systems would be affected differently by manipulations of the nature and timing of feedback, by changes in the locations of the response keys, and by adding additional demands on working memory and executive attention. The remainder of this section briefly reviews these studies (for a more detailed review, see Maddox & Ashby 2004).
Because the COVIS hypothesis-testing system is under conscious control and has full access to working memory and executive attention, the nature and timing of the feedback signal should not be critical for rule-based category learning. In contrast, a procedural-learning system that is mediated within the tail of the caudate nucleus would not be accessible to conscious awareness and is far removed from working memory.\(^1\) As a result, it would depend more heavily on the nature and timing of the feedback. Several studies tested these predictions. First, observational training was found to be equally effective to traditional feedback training with rule-based categories, but with information-integration categories, a distinct advantage occurred for feedback training (Ashby et al. 2002). During observational training, subjects are informed of the category membership of each stimulus just before it appears, whereas during feedback training, the stimulus is presented and then the category label is shown immediately after the subject responds. Second, some rule-based categories can be learned without feedback of any kind, whereas there is no evidence that information-integration categories can be learned without feedback (Ashby et al. 1999). Third, delaying the feedback by as little as 2.5 seconds after the response significantly interferes with information-integration category learning, but delays as long as 10 seconds have no effect on rule-based learning (Maddox et al.).

A second set of studies tested the prediction that information-integration category learning is mediated largely by a form of procedural learning. The quintessential paradigm for studying procedural learning is the serial reaction time task (Nissen & Bullemer 1987), in which subjects press keys as quickly as possible in response to stimuli that appear in various locations on the screen. A large response time improvement is observed when the stimulus sequence is repeated, even when subjects are unaware that a sequence exists. Willingham et al. (2000) showed that changing the location of the response keys interferes with serial reaction time learning, but that changing the fingers that push the keys does not. Thus, if procedural learning is used in information-integration tasks, then switching the locations of the response keys should interfere with learning, but switching the fingers that depress the keys should not. In fact, Ashby et al. (2003) reported evidence that directly supported this prediction. They also reported that neither manipulation had any effect on rule-based category learning. Maddox et al. (2004) reported a similar sensitivity of information-integration category learning to response location. On half the trials, subjects responded “Yes” or “No” depending on whether the stimulus belonged to category A, and on half the trials they responded “Yes” or “No” depending on whether the stimulus belonged to category B. Thus, there was no consistent mapping of category label to response position. Compared to a standard

\(^1\)Crick & Koch (1990, 1995, 1998) offered a cognitive neuroscience theory of conscious awareness that states one can have conscious awareness only of activity in brain areas that project directly to the prefrontal cortex. The caudate nucleus does not project to the prefrontal cortex (it first projects through the globus pallidus and then the thalamus), so the Crick-Koch hypothesis predicts that we are not aware of activity within the caudate nucleus.
control condition, learning was impaired with the information-integration categories, but not with the rule-based categories. These results provide the first direct evidence of procedural learning in perceptual categorization and suggest that the hypothesis-testing system learns abstract category labels, whereas the procedural-learning system learns response positions (for other examples of response effects in categorization, see Barsalou et al. 2003).

A third set of studies tested the prediction that rule-based category learning requires working memory and executive attention, both to select and apply the correct rule and to interpret and process the feedback signal. First, Waldron & Ashby (2001) showed that rule-based category learning was disrupted more than information-integration category learning by the simultaneous performance of a task that required working memory and executive attention (a numerical Stroop task). In a second related study, Maddox et al. (2004) required subjects to alternate categorization trials with trials of a classic memory-scanning task (Sternberg 1966). In one condition, a short delay followed categorization and a long delay followed memory scanning, whereas these delays were reversed in the other condition. Learning of the information-integration categories was unaffected by the location of the short delay, whereas rule-based category learning was significantly worse when the short delay followed categorization. This result supports the hypothesis that feedback processing requires attention and effort in rule-based categorization, but not in information-integration category learning.

**PROTOTYPE DISTORTION TASKS**

In prototype distortion tasks, the category exemplars are created by randomly distorting a single category prototype. As mentioned above, the most widely known example uses a constellation of dots (often 7 or 9) as the category prototype (see Figure 2 for an example), and the other category members are created by randomly perturbing the spatial location of each dot. These random dot stimuli and categories have been used in dozens of studies (e.g., Homa et al. 1979, 1981; Posner & Keele 1968, 1970; Shin & Nosofsky 1992; Smith & Minda 2002).

Two different types of prototype distortion tasks are popular—(A, B) and (A, not A). In an (A, B) task, subjects are presented a series of exemplars that are each from some category A or from a contrasting category B. The task of the subject is to respond with the correct category label on each trial (i.e., “A” or “B”). An important feature of (A, B) tasks is that the stimuli associated with both responses each have a coherent structure—that is, they each have a central prototypical member around which the other category members cluster. In an (A, not A) task, on the other hand, there is a single central category A and subjects are presented with stimuli that are either exemplars from category A or random patterns that do not belong to category A. The subject’s task is to respond “Yes” or “No” depending on whether the presented stimulus was or was not a member of category A. In an (A, not A)
task, the category A members have a coherent structure, but the stimuli associated with the “not A” (or “No”) response do not. Historically, prototype distortion tasks have been run both in (A, B) form and in (A, not A) form, although (A, not A) tasks are most common.

Neuropsychological Patient Data

Prototype distortion tasks are particularly important because the neuropsychological patient data are profoundly different from those in rule-based or information-integration tasks. In particular, a variety of patient groups that are known to have deficits in rule-based and information-integration tasks show apparently normal prototype distortion learning, at least in (A, not A) designs. This includes patients with Parkinson’s disease (Reber & Squire 1999), schizophrenia (Keri et al. 2001), or Alzheimer’s disease (Sinha 1999, although see Keri et al. 1999). Normal (A, not A) performance has also been shown in patients with amnesia (Knowlton & Squire 1993, Kolodny 1994, Squire & Knowlton 1995). These results must be interpreted with caution, however, because several studies have shown that if category A is created from low-level distortions of the category A prototype, then healthy young adults can learn in (A, not A) tasks without any feedback (i.e., training) at all (Homa & Cultice 1984, Palmeri & Flanery 1999). Thus, it is not yet clear that all these patient groups would learn normally in a difficult (A, not A) task (i.e., one that requires feedback for optimal performance).

At least two studies have compared (A, not A) and (A, B) prototype distortion learning on the same patients—and both studies report the same striking dissociation. Specifically, Sinha (1999) reported normal (A, not A) performance in Alzheimer’s disease patients, but impaired (A, B) performance, and Zaki et al. (2003) reported this same pattern of results with amnesiacs. Sinha (1999) also reported deficits in (A, B) prototype distortion learning in patients with amnesia.

Neuroimaging Data

A handful of neuroimaging studies have used prototype distortion tasks. When interpreting these results, it is vital to consider whether an (A, B) or (A, not A) task was used. As in the purely behavioral studies, the most popular choice has been the (A, not A) task. All of these studies have reported learning-related changes in occipital cortex (Aizenstein et al. 2000; Reber et al. 1998a,b)—in general, reduced occipital activation was found in response to category A exemplars, although Aizenstein et al. (2000) found this reduction only under implicit learning conditions. When subjects were given explicit instructions to learn the A category, increased occipital activation was observed.

Studies that have used (A, B) tasks have reported quite different results. Seger et al. (2000) did report categorization-related activation in occipital cortex, but they also found significant learning-related changes in prefrontal and parietal cortices. Vogels et al. (2002) reported results from a hybrid task in which subjects were to respond “A,” “B,” or “Neither.” Thus, stimuli were created from distortions of
an A prototype or a B prototype, or were just random patterns. Like Seger et al. (2000), Vogels et al. (2002) found prefrontal and parietal activation (although in different foci). However, they also reported task-related activation in orbitofrontal cortex and the neostriatum, and they failed to find any task-related activation in occipital cortex.

Theories of Prototype Distortion Learning

EXEMPLAR VERSUS PROTOTYPE THEORIES  The most recent debates between prototype and exemplar theories have focused on prototype distortion tasks. Prototype theory assumes a category is represented as a prototype, and that stimuli are categorized by comparing them to the prototypes of each contrasting category (Homa et al. 1981; Posner & Keele 1968; Reed 1972; Rosch 1973, 1975; Smith & Minda 2001). This theory seems ideally suited to prototype distortion tasks where all category members are simple distortions of a central prototype. Indeed, early results seemed to support this prediction. For example, performance is generally better on the prototype and on exemplars similar to the prototype than on distortions, even when subjects are trained on the distortions but not on the prototype (Homa et al. 1979, 1981; Posner & Keele 1970; Strange et al. 1970). Even so, exemplar theorists showed that exemplar theory was also compatible with these results, and they argued that exemplar theory provides at least as good an account of data from prototype distortion tasks as does prototype theory (Hintzman 1986, Hintzman & Ludlam 1980, Shin & Nosofsky 1992).

Smith & Minda (2001) identified a critical test between exemplar and prototype accounts of prototype distortion data. Consider a space with a dimension for each stimulus component. In the case of the dot patterns there would thus be two dimensions for each dot—one to identify the horizontal position of the dot and one to identify the vertical position. In this space, each category exemplar is identified by a single point, and the category prototype is represented by a point in the center of the cloud of points denoting all exemplars of the category. Smith & Minda’s (2001) analogy was to the solar system, with the sun representing the category prototype and the planets the category members that were created by distorting the prototype.

Now consider the probability of responding “A” in an (A, not A) task and how this probability changes with the position of the stimulus in the dot pattern space. According to prototype theory, the probability of responding “A” is completely determined by the similarity, or equivalently the distance, between the stimulus and the category prototype (i.e., the sun in the solar system analogy). According to exemplar theory, however, the probability of responding “A” depends on the (sum of the) similarities between the stimulus and all of the category A exemplars, or equivalently on the distances between the stimulus point and all the planets in the category A solar system.

When the stimulus is outside of the category A cluster or solar system, then prototype and exemplar theories both predict that the probability of responding “A” will increase sharply as the stimulus moves toward the category A prototype,
because the distance between the stimulus and the sun is decreasing as are the
distances between the stimulus and each planet. The critical difference between
prototype and exemplar theories emerges when the stimulus first enters the cate-
gory A solar system. For example, as a meteor passes Pluto and enters our solar
system, it is still moving closer to the sun and to the planets nearest to the sun,
but it is now moving away from Pluto. The closer it moves toward the sun the
greater this effect—that is, it is always moving steadily nearer the sun, but as it
approaches the sun it begins moving away from more planets and moving nearer
to fewer planets. As a result, prototype theory predicts that the probability of
responding “A” continually increases as the similarity between the stimulus and
the category A prototype is increased. However, exemplar theory predicts that this
probability gradient will begin to flatten as the stimulus moves inside the category
A cluster. Smith & Minda (2001, 2002; Smith 2002) examined these probability-
of-responding “A” profiles for a number of new and previously published studies
and showed that they were steeper than predicted by exemplar theory, but were in
general agreement with the predictions of prototype theory.

PERCEPTUAL LEARNING THEORIES

The neuroimaging results showing learning-
related changes in visual cortex in (A, not A) prototype distortion tasks motivated
several proposals that the perceptual representation memory system contributes to
learning under these conditions (Ashby & Casale 2002, Reber & Squire 1999). The
idea is that performance may be mediated, at least in part, by perceptual learning
within visual cortex.

If such visual cortical perceptual learning is important in prototype distortion
tasks, then it likely will have different effects in (A, not A) and (A, B) tasks.
Consider first an (A, not A) task. The category A prototype will induce a graded
pattern of activation throughout visual cortex. One particular cell (or small group of
cells) will fire most rapidly to the presentation of this pattern. Call this cell A. A low-
level distortion of the category A prototype will be visually similar to the prototype
and therefore will likely also cause cell A to fire. Thus, cell A will repeatedly fire
throughout training on the category A exemplars. Perceptual learning is thought
to occur any time repeated presentations of the same stimulus occur during some
relatively brief time interval (Dosher & Lu 1999). As a result, perceptual learning
will cause the magnitude of the cell A response to increase throughout training. In
contrast, the stimuli associated with the “not A” response will be visually dissimilar
to the category A prototype and therefore will be unlikely to cause cell A to fire.
During the transfer or testing phase of the experiment, the subject can use the
increased sensitivity of cell A to respond accurately. In particular, stimuli from
category A are likely to lead to an enhanced visual response compared to stimuli
that do not belong to category A. Thus, to respond with above chance accuracy,
subjects need only respond “A” to any stimulus that elicits an enhanced visual
response. Note that one could interpret cell A as encoding the representation of the
category prototype, and thus, this type of perceptual learning could be interpreted
as a neuropsychological basis of prototype theory.
Next, consider an (A, B) task. In this case, there will be some cell A maximally tuned to the category A prototype, but there will be some other cell B that is tuned to the category B prototype. During training, every presented stimulus is a distortion of either the category A or category B prototype, so it is likely that either cell A or B will fire on many trials. During the testing phase, all stimuli are again from either category A or B, and so stimuli from both categories will be equally likely to elicit an enhanced visual response. As a result, the mere existence of an enhanced visual response will not help subjects decide whether to respond “A” or “B.” The conclusion, therefore, is that perceptual learning could greatly assist in (A, not A) tasks but, by itself, it would be of little help in (A, B) tasks. This is not to say that learning in (A, B) prototype distortion tasks is impossible; only that other learning systems must be used. For example, in low-distortion (A, B) tasks, the enhanced prototype responses caused by perceptual learning might facilitate an explicit memorization strategy in which subjects memorize the A and B prototype patterns and their associated responses.

Much of the cognitive neuroscience data reviewed above supports these predictions. First, neuroimaging results of (A, not A) prototype distortion tasks consistently report learning-related activation in visual cortex (Aizenstein et al. 2000; Reber et al. 1998a,b). Second, neuroimaging results of (A, B) tasks have sometimes failed to find such occipital activation (Vogels et al. 2002), and they have consistently reported task-related activation in prefrontal cortex that is not seen in (A, not A) tasks (Seger et al. 2000, Vogels et al. 2002). Third, a variety of neuropsychological studies show normal (A, not A) prototype distortion learning in patient groups that are impaired in rule-based or information-integration category learning (e.g., schizophrenics, Keri et al. 2001; Parkinson’s disease patients, Reber & Squire 1999; Alzheimer’s disease patients, Sinha 1999), and in amnesics (Knowlton & Squire 1993). Fourth, amnesics and patients with Alzheimer’s disease are impaired in (A, B) prototype distortion learning (Sinha 1999, Zaki et al. 2003). The prefrontal activation in (A, B) tasks, and the impaired learning of amnesics, suggest that learning in (A, B) prototype distortion tasks may be mediated by explicit reasoning strategies and/or by explicit memorization.

WEATHER PREDICTION TASK

An important distinction in category-learning experiments is whether category membership is deterministic or probabilistic. In deterministic tasks, each stimulus is unambiguously a member of one category (i.e., optimal performance is perfect), whereas in probabilistic tasks, at least some stimuli are probabilistically associated with the contrasting categories. For example, on one trial in a probabilistic classification task a particular stimulus might belong to category A but on the next trial the same stimulus might belong to category B. Obviously, in such tasks, perfect performance is impossible. Although most category-learning studies have used deterministic tasks, probabilistic classification also has a long history (e.g.,
One popular probabilistic classification task, which is used extensively in cognitive neuroscience, is the so-called weather prediction task (Eldridge et al. 2002; Knowlton et al. 1994, 1996a,b; Reber et al. 1996; Reber & Squire 1999). On each trial of this task, subjects are shown one, two, or three of four possible tarot cards and are asked to indicate whether the presented constellation signals rain or sun. Each card is labeled with a unique, and highly discriminable, geometric pattern. Fourteen of the 16 possible card combinations are used (the no cards and four card patterns are excluded) and each combination is probabilistically associated with the two outcomes. In the original version of the task, the highest possible accuracy was 76% (Knowlton et al. 1994). Interestingly though, a single-cue strategy in which the subject gives one response if one card is present and the other response if that same card is absent yields an accuracy of 75% correct. Knowlton et al. (1994) reported that performance of a control group increased from approximately 50% to 65% correct during the first 50 trials and continued to improve to approximately 75% correct after 350 trials.

Task and Individual Differences Analysis

In order to relate results from the weather prediction task to the other results reviewed in this article, it is important to determine its relationship to the other tasks we have discussed. Because the optimal strategy requires information-integration across cues and is nonverbalizable, the weather prediction task is technically an information-integration task. On the other hand, a single-cue strategy results in nearly optimal performance (75% for a single cue versus 76% for the optimal strategy), so nearly optimal accuracy does not rule out simple rule-based strategies. In addition, because the task uses only a few highly distinct exemplars, explicit memorization is also a plausible strategy. Because a variety of different strategies are all about equally effective, we might expect more individual differences in results obtained with the weather prediction task than with the other tasks we have considered. This possibility makes it especially important to determine what strategy each subject is using before interpreting his or her data.

Gluck et al. (2002) provided a “strategy” analysis of data collected in the weather prediction task to address this issue. In one study, they simply asked subjects what strategy they used after the experiment was over. Although many of the protocols lacked detail, those with sufficient detail generally fell into one of three types: (a) single-cue strategies in which responding was based on the presence or absence of one card (as in a rule-based task), (b) multiple-cue learning (as in an information-integration task), or (c) singleton learning in which correct responses to the single-card patterns were memorized, and guessing occurred for the remaining patterns. Based on these self-reports, Gluck et al. (2002) developed a model-based analysis to identify each subject's strategy in two follow-up studies. Based on a full 200-trial session, 90% (Experiment 1) and 80% (Experiment 2) of the subjects used
a singleton strategy (explicit memorization) to learn the categories. When broken down into 50-trial blocks, a shift from singleton toward multiple-cue strategies was observed (although the proportion of subjects using a multiple-cue strategy was still well below 0.5). Interestingly, there was little correspondence between the strategies that subjects self-reported in their protocols and the strategies identified by the modeling approach. Thus, although originally designed as an information-integration task, these results suggest that subjects adopt a variety of different strategies in the weather prediction task, and the evidence indicates that the most popular choice may be explicit memorization.

Neuropsychological Patient and Neuroimaging Studies

The weather prediction task has been used to study category learning in a number of patient groups. In one of the first such studies, Knowlton et al. (1994) found that amnesiacs performed as well as healthy controls during the first 50 trials of learning, but with extended training, amnesiacs showed a learning deficit relative to healthy controls. Declarative memory is impaired in amnesia, so amnesiacs are impaired in explicit memorization strategies. Healthy controls are not, however, so one interpretation of the late training deficit is that controls begin memorizing and the amnesiacs do not (Knowlton et al. 1994; see also Gluck et al. 1996).

Unlike amnesiacs, patients with Parkinson’s or Huntington’s disease show learning deficits in the weather prediction task during the first 50 trials that continue throughout training (Knowlton et al. 1996a,b). The weather prediction task has also been used to examine category learning in patients suffering from Alzheimer’s disease or schizophrenia. Patients in the early stages of Alzheimer’s disease are similar to amnesiacs in the sense that both show anterograde amnesia due to neurodegenerative processes in the medial temporal lobes. As one might predict given this similarity, Alzheimer’s patients show intact performance during early trials of the weather prediction task, similar to that seen in amnesia (Eldridge et al. 2002). Schizophrenics exhibit marked abnormalities in executive function and explicit memory. Even so, their performance on the weather prediction task is within normal ranges (Keri et al. 2000).

Neuroimaging studies of the weather prediction task indicate that the medial temporal lobes are active early in learning, and gradually become deactivated as learning progresses (Poldrack et al. 2001). This deactivation is mirrored by a simultaneous activation of the basal ganglia. Specifically, early in learning the basal ganglia are inactive, and gradually become more active as learning progresses.

The weather prediction task has provided a useful tool for studying classification learning and has offered some important insights into the neurobiology of category learning. Even so, the fact that nearly optimal performance can be achieved by a variety of different strategies (e.g., information-integration, rule-based, explicit memorization) makes it difficult to draw strong inferences from data collected with this task. Although the strategies approach developed by Gluck et al. (2002) helps identify the type of strategy that subjects are using (however, see Shohamy
et al. 2004), a better alternative might be to use one of the other tasks discussed in this article that are not so susceptible to identifiability problems.

CONCLUSIONS

The results reviewed in this article offer important lessons. First, when interpreting a category-learning result, it is critical to consider carefully the specific task that was used. For example, Parkinson’s disease patients are normal in (A, not A) prototype distortion tasks, they are mildly impaired in information-integration category learning, and they are profoundly impaired in rule-based categorization. Several studies support each of these conclusions, but without specifying the task, these studies would appear to just catalog a confusing set of contradictory results.

Second, although the issue is far from resolved, the results presented here make a strong case that human category learning is mediated by multiple qualitatively distinct systems. To a large extent, it is also becoming clear that this issue—of whether there are one or more category-learning systems—is tied to the historically older issue of whether there are one or more memory systems. Learning is, by definition, the process of laying down some sort of memory trace, and there is certainly no reason to suspect that any of the separate memory systems that have been hypothesized are incapable of storing memories about categories. Although research efforts to resolve this debate will continue, other work is already attacking the next set of questions. For example, the next decade will likely see a flurry of research activity directed at determining the conditions under which the various systems contribute to category learning, at determining how the different systems interact, and at fleshing out their underlying neurobiology.
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